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Optimization and Estimated Pareto
Front of the Maximum Lift/Drag Ratio
and Roll Stability Coefficient

Seda Arik!, Tugrul Oktay’, Ilke Turkmen’

Abstract

This work presents a new method based on soft computing methods for calculating the optimum values of roll
stability coefficient and maximum lift/drag ratio. For this purpose, the Artificial Neural Network (ANN) is
integrated into the Artificial Bee Colony (ABC) algorithm and a new method is developed. ABC algorithm is
a fast and simple algorithm that is frequently preferred in engineering problems. ANN can produce an
appropriate solution for a given problem using a dataset without the need for a function. However, the
network structure and parameters that give the most appropriate result for each dataset in ANN can change,
and this feature is disadvantageous in terms of calculating the optimum values of roll stability coefficient and
maximum lifi/drag ratio using only ANN. The ABC algorithm requires an objective function to calculate the
best solution for any problem. In order to find the optimum values in this study, ANN based objective function
is embedded into ABC algorithm. Thus, when ANN trained with data containing values of roll stability
coefficient and maximum lifi/drag ratio, the ABC algorithm determines the best solution. However, in multi-
objective optimization problems there can be more than one optimum solution that optimizes all objectives
and these solutions are expressed in a set of non-dominated solutions or Pareto-optimal solutions. In this
study, the results obtained using the new method as well as the Pareto front of the problem solutions is
presented.

Keywords: Fuselage Drag Coefficient, Soft Computing Techniques, Pareto Front, Optimization.

1. INTRODUCTION

The designs of Unmanned Aerial Vehicle (UAV) are attracted interest by many researchers. Researchers use
wind tunnel experiments and/or Computational Fluid Dynamics (CFD) methods to design the UAVs [1-4].
However, changing any parameter on the UAV requires consideration of the design from the beginning. Thus,
the parameters to be affected by the change are recalculated, which is costly. In the last decades, preliminary
studies on the UAV design by using computer based numerical methods such as gradient based algorithm, soft
computing methods etc. to reduce time and cost have presented [5-11].

The concept of soft computing was proposed by Zadeh in 1993, the founder of the fuzzy logic [12]. Soft
computing methods refers to the total of the methods defined for solving problems that are not mathematically
be modeled or difficult to model. That is, it refers to combinations of various methods such as Artificial Neural
Network (ANN), fuzzy logic and evolutionary algorithms [13]. Soft computing methods are not focused on a
single solution; they have interdisciplinary compatibility and quality analysis [14]. They also have features such
as nonlinear programming, intelligent control, decision making and optimization. Therefore, they are widely
preferred in engineering problems. Soft computing methods, and hybrid approaches based on soft computing
methods have become a popular method in aeronautics as well as in many other areas. ANN based applications
[8, 15-18], fuzzy logic based applications [19-23], and applications based on evolutionary algorithms [24-28] are
available in the literature.

! Corresponding author: Erciyes University, Department of Aircraft Electrical and Electronics, 38030, Melikgazi/Kayseri,
Turkey. arikseda@ercives.edu.tr
? Erciyes University, Department of Aeronautical Engineering, 38030, Melikgazi/Kayseri, Turkey. oktay@ercives.edu.tr

3 Erciyes University, Department of Aircraft Electrical and Electronics, 38030, Melikgazi/Kayseri, Turkey.
titi@erciyes.edu.tr
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When the studies in literature are examined, it is seen that such topics as lift and drag coefficients, airfoil design
etc. are frequently considered [5-28]. In this study, the optimization of the maximum lift/drag ratio and the roll
stability coefficient with respect to the dihedral angle and taper ratio are discussed. The optimization process was
carried out for our UAV called as ZANKA-II manufactured at Erciyes University and the data belong to ZANKA-
1T was used [29, 30]. The data set were produced in limited by using CFD methods due to time-consuming nature
of the CFD method. ANN was trained with the obtained data. That is, ANN is trained with data set containing
the maximum lift/drag ratio and roll stability coefficient in response to the dihedral angle and taper ratio. Thus,
since there is no single expression for this multi-objective problem, the objective function required for
optimization by using the features of ANN such as learning and generalization is designed with ANN-based.
Then, ANN-based this objective function was optimized with the ABC algorithm by embedding into the ABC
algorithm. Finally, Pareto front for this multi-objective problem was presented.

2. MATERIALS AND METHODS

The parameters and methods used in this study are briefly explained in this section.

2.1. Parameters

The dihedral angle () is described as the angle at which the wing is connected to the aircraft relative to the
horizontal ground plane. Dihedral angle illustrated in Figure 1 has effect on the rolling moment of the aircraft.
The resultant rolling moment is also about dihedral ratio [31]. Dihedral angle is generally selected experience-
based in aircraft designs. In this study, the dihedral angle is one of two input parameters.

Plane of symmetry

Dihedral —— A A Dihedral
Angle ~ e Angle

Figure 1. Dihedral angle illustration

Taper ratio (4) is defined as the ratio of the chord length at the wing tip to the wing root length and shown in
Figure 2. It has effect on lift distribution across the entire wing. When the shape of wingplanform is ellipse, drag
coefficient in response to lift coefficient is minimum, but it is difficult and costly. When the wing type is
untapered rectangular, it has extreme chord towards the tip and more lift force at the tip compared to the ideal
situation. In the same aspect ratio, the untapered rectangular wing has about 7% more drag force in response to
lift force than the elliptical wing. In addition, when the rectangular wing is tapered, this effect reduces [31]. Thus,
taper ratio is one of the important parameters affecting lift/drag ratio and is selected as one of the two input
parameters in the study.

Fuselage

Tip chord I Root chord
length | length

Figure 2. Taper ratio illustration

Lift/Drag Ratio is one of the important parameters for acrodynamic shapes. It is desirable to have a maximum
value of lift/drag ratio (Emax) in aircraft design. Emax is calculated by the equation set given in Equation 1. In this
study, Emax is one of two output parameters. Here, E is the lift/drag ratio, I is initial drag force, cz is lift force,

cp is drag force, k is a constant, Enq is maximum lift/drag ratio.
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Static roll stability occurs on aircraft only if a restoring moment is generated toward disturbance from wings-

level attitude and defines as a function of sideslip angle (f) given in Equation 2. Sideslip angle described as the

angle between total velocity and lateral velocity. ¢, <0 is the condition required for stability. When an aircraft
B

shows a tendency to sideslip, the roll moment occurred on aircraft depends on dihedral angle, wing sweep, vertical
tail and position of wing on fuselage [32].

Cy
Ciy =(7‘*)-<p+AqB 2)

2.2. Methods

Artificial Neural Network (ANN) is expressed as the mathematical model of biological cells. ANN's, which basic
processing unit is neurons, consist of three layers: input, hidden and output. The input layer receives information
from the outside world and transmits it to the hidden or output layer. The hidden layer makes this information
available to the output layer. At the output layer, information is processed to determine the network output. The
number of neurons in the layers is determined by the designers' experience. In feedforward ANN, which preferred
in this study, the output of one layer is applied as input over the weights to the next layer, and there is no feedback.
As there are many learning algorithms for feed-forward ANN, this structure is often preferred in engineering
problems. In addition to this, ANN processes information with some properties such as non-linearity, learning
with example, generalization depending on examples [33-35].

The Artificial Bee Colony (ABC) Algorithm was presented by Karaboga in 2005 by modeling the behavior of
honey bee's food search. As the ABC algorithm has several control parameters, its working principle is simple
and is easy to implement. ABC algorithm with these features is widely used in many optimization problems [36,
37]. The processing steps of the ABC algorithm are as follows: first, the initial food sources are randomly
generated. Employed bees select a food source. Employed bees store the nectar at this source, and employed bees
return to the hive. Onlooker bees watch the dance of the employed bees returning and select new sources. They
store nectar like employed bees and then become scout bees when sources are exhausted, and search for new
sources. These steps continue until reaching the stop criteria determined for the algorithm.

Multi-objective optimization problems are defined as the simultaneous optimization of multiple objectives. For
example, assume that two different objective functions. Obtained values when optimized these objectives
individually are different from the obtained values when optimized simultaneously. In this case, the optimal set
of solutions called pareto set or pareto front gives an appropriate set of solutions for both objective. In order to
select the most appropriate design from this set, the user applies the decision process according to the importance
of each objective. Equivalent weighting coefficients have been applied for objectives in this study. The
representive pareto front for optimization problem with dual objectives is shown in Figure 3 [38, 39]

N

\

® Feasible point

Objective 2

Infeasible point Pareto point

b

7
Objective 1

Figure 3. Example of a Pareto front
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3. RESULTS AND DISCUSSION

In this section, the process of the study given the block diagram in Figure 4 is explained. Firstly, input and output
parameters are selected. The dihedral angle and taper ratio were chosen as input parameters; the maximum
lift/drag ratio and roll stability coefficient were chosen as output parameters. Then, data set consist of these
parameters is obtained in a limited number by using Computational Fluid Dynamics (CFD) for ZANKA-II given
in the Figure 5. Artificial Neural Network (ANN) was trained with this limited number of data. In order to obtain
the most suitable ANN structure, the weight values in ANN are adjusted by the Artificial Bee Colony (ABC)
algorithm. The obtained optimal weighted ANN structure is integrated into the ABC algorithm for the calculation
of the objective function needed in the optimization process. That is, the ABC algorithm is used here for two
different optimization purposes: first, it optimized the weights for the most suitable ANN structure. After optimal
ANN structure obtained is integrated into ABC algorithm, it used for optimization the original purpose of this
study. The main purpose of this study is get to the optimal values of maximum lift/drag ratio and roll stability
coefficient depending on the optimal dihedral angle and taper ratio. Mean Square Error (MSE) is chosen as the
performance criterion for ANN and ABC.

\

. Optimization Process . .
Dihedral —> prm —» Maximum Lift/Drag
’ ) (ABC algorithm with '
Taper —p ANN based objective — Roll

Ratio \ B -

Figure 4. The block diagram of the process of this study

Figure 5. The block diagram of the process of this study

The optimal ANN structure used in the study was obtained by testing for different activation functions and neuron
numbers. The most suitable structure was obtained as an input layer with 2 neurons, a hidden layer with 5 neurons
and an output layer with 2 neurons for each of the logsig, purelin and tansig activation functions. The values of
the best MSE error and standard deviation for these simulations are given in the Table 1. The most suitable ANN
structures were integrated into the ABC algorithm and optimization was performed separately for the three
activation functions. The control parameters of ABC algorithm are 30 colony sizes and 50 iterations. The values
of the optimization process performed by ABC algorithm are presented in the Table 2. Pareto front belonging to
this multi-objective problem is given in the Figure 6.
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Figure 6. Pareto Front for multi-objective problem

4. CONCLUSIONS

There is no equation involving maximum lift/drag ratio and roll stability coefficient together. Therefore, an
alternative hybrid method based on soft computing has been proposed to optimize these two objectives in this
study. For this purpose, a dataset consisting of maximum lift/drag ratio and roll stability coefficient outputs
corresponding to dihedral angle and taper ratio inputs is obtained. With this data set, Artificial Neural Network
(ANN) was trained. Weights of ANN have been optimized to achieve optimum ANN structure. ANN alone is not
enough to get optimum output values, since ANN only deals with the input-output relationship. These values
need to be optimized in order to achieve optimum results. Therefore, the ANN-based objective function is
integrated into the ABC algorithm. Thus, ABC algorithm determines the best solution. However, there is not a
single solution for such multi-objective problems, there can be more than one solution set. The results obtained
in this study are presented with Pareto front. When the results are examined, it is seen that MSE value is very
small. It can be said that the proposed approach compared to the theoretical calculations is a simple, fast and
effective method. This approach can be used as an alternative method for researchers in UAV designs.

Table 1. MSE and standard deviation values obtained of different activation functions for the most suitable ANN structures

Logsig Purelin Tansig

Performance Criteria (2x5x2) 2x5x2) (2x5x2)

MSE 0.0012 0.0008 0.0035

Standard deviation 0.0007 0.0018 0.0049

Table 2. Colony size and iteration for ABC algorithm, and MSE values of problem optimization process

Activation Function Optimization Error (MSE)
Logsig 0.1707
Purelin 0.2012
Tansig 0.1414
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Recipe Optimization for Synthesis of ZnO
and Al;O3 Thin Film by Using Atomic Layer
Deposition
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Abstract

Developments in microelectronics and thin film devices require the advancement of new materials and new deposition
methods. In particular, the driving role of some devices, such as silicon devices, will require SiO, transition oxide layers
with a thickness of several nanometers in the near future. Similarly, recipe optimization for synthesis of ZnO and Al,O;
thin films in atomic layer deposition is also important. In this study, ZnO and Al,O; thin film were deposited at 200 °C on
silicon substrates with atomic layer deposition (ALD) technique. The study was repeated ten times with different
parameters. The thicknesses of the films were measured with an ellipsometer to determine whether they were homogeneous
or not. XRD pattern of thin film was investigated to determine crystal structure and homogeneity also; its electrical
properties were characterized. Optimum recipe for atomic layer deposition of ZnO and Al,O; were optimized.

Keywords: ZnO, Al,0;, ALD, Film, Recipe

1. INTRODUCTION

Atomic Layer Deposition (ALD) is a deposition technique; develop out of Chemical Vapor Deposition to synthesize
ultrathin and conformal films with an accurate control of thickness and material properties onto a substrate [1-3]. The
ALD mechanism is based on the consecutive exposure of a surface to two reactants into a vacuum chamber. These
precursor vapors react with the surface using self-limiting and saturated reactions which lead to the formation of one
monolayer of film per deposition cycle. ALD films are produced by exposing the substrate surface with the precursors
cyclically. A definite amount of material is deposited onto the substrate surface in each cycle, known as “growth per
cycle” which is between 0.1 and 3 A. This consecutive behavior of the precursors also helps avoid the formation of
gas-phase particles that sometimes plague other gas phase deposition techniques in order to create high purity,
density, thin and continuous films which are essential to the nano-community [4-7]. Higher quality films can be
produced under optimized conditions like dosage; purge, temperature and pressure are often interdependent with one
another [8]. As a result, processes must be optimized to achieve self-limiting saturated surfaces and avoid CVD-like
reactions to maintain thickness control and achieve uniformity and conformity at the atomic level while preserving
the preferred materials properties (structural, optical, electrical, etc.) [9-10]. As a result of its ability to deposit films
with excellent uniformity and conformity with unique thickness control, ALD has emerged as a significant technology
used in semiconductor devices, optoelectronics, catalysis, energy devices, micro-electro-mechanical systems
(MEMS) and nanotechnology [11-17]. Nevertheless, ALD is a complex technique since it depends on the nature of
the reactants and on the process conditions, and so, research on the surface reactions and growth mechanisms is still
continuing. Accurate thickness control, excellent uniformity and unique conformity are assumed as essential
parameters for ALD process. Also, several parameters such as precursors, temperature window, purge window,
saturating exposures, pressure regime and etc. can highly influence the performance of the process [18-19].

A number of thin films can be synthesized using ALD, such as binary oxides (Al203, TiO2, ZnO, ZrO», HfO2, and
Tax0s), are the most common oxides that have been widely investigated by using ALD [20].
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In this work, depositing ZnO and ALO3 films were carried out via the DZE/H>O and TMA/H20 process on Si
substrates. The aim of this work is to determine the optimum pulse time reveal a recipe for DZE, TMA and H.O
precursors.

2. MATERIALS AND METHOD

ZnO and Al2Os thin films were deposited in a Okyay Tech. ALD reactor. The deposition was done on p-type Si (100)
wafer. Diethylzinc (DEZ) and Trimethylaluminum (TMA) was chosen as precursor materials and water as a reactant,
while nitrogen as a carrier gas. The pulse time for ZnO; Al.O3 and H20 were 10; 20 and 30 ms after that the purge
time was 10 s for all which are given in Table 1. The process temperature was 200 °C and gas flow rate 20 sccm. The
growth rate per cycle (GPC) was 0.43 A/cycle for ZnO and 1.29 A/cycle for AlzO:s.

Spectroscopic Ellipsometry (SE) measurements of ALD ZnO and Al>Os thin films were carried out using a UVISEL
Jobin Yvon SE at a room temperature in 0.59 - 4.6 eV photon energy region and the incidence angle of 70°. Structural
analysis of the ZnO and ALOs films was made with the use of the Bruker D8 Discover High Resolution X-ray
diffractometer (CuKq radiation source). The [-V measurements of the ZnO and Al2Os3 thin films have been performed
using a Keithley 2400 Current/Voltage Source. Electrical measurements of ZnO and Al2Os thin films deposited on
silicon substrates were taken at room temperature at a 10V.

3. RESULTS AND DISCUSSION

3.1. SE Ellipsometry Measurements

Thicknesses of the produced ZnO and Al20s films under different pulse time were determined by SE technique which
is modeled with DeltaPsi software.

Table 1. Pulse times of film precursors.

Sample DEZ pulse (ms) TMA pulse (ms) H:O pulse (ms) N: purge (s)
S1 10 10 10 10
S2 20 20 20 10
S3 30 30 30 10

There is a need for a model to determine film thickness, optical constants and etc. The model made up of a Si substrate
and produced film compositions. Table 3 and Table 4 show that the change of ZnO and Al2Os3 film thicknesses with
respect to pulse time for nine different points. As a result of the measurement, the film thicknesses ZnO and AL2O3
were found to be between ~ 5-19 nm and ~ 5-17 nm, respectively.

Table 2. Thickness values of ZnO thin films at different points.

Sample/Pulse P1 P2 P3 P4 PS5 Pé6 P7 P8 P9
Time (ms)
S1/10 5.35 8.66 6.54 6.88 7.32 5.49 8.16 9.69 9.25
S2/20 13.40 12.46 12.57 12.88 13.12 13.18 12.40 13.27 12.70
S3/30 15.99 17.14 16.25 18.65 15.35 15.26 17.35 17.18 18.25
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Sample/Pulse P1 P3 P4 P5 P6 P7 P8 P9
Time (ms)
S$1/10 5.99 7.20 8.53 6.08 5.74 6.37 8.74 5.44 7.97
S2/20 12.84 13.68 13.00 12.21 13.78 12.11 13.91 12.82 12.06
S3/30 15.64 16.45 17.70 15.84 15.11 15.60 17.83 16.34 15.03

3.2. X-Ray Diffractometry Measurements

The crystal structures of the materials were characterized by XRD diffraction pattern. The XRD measurements of
ALD ZnO films has showed hegzagonal wurtzite structure at a <002> preferred orientation according to literature
[21] and ALD Al2Os films deposited at 200 °C were amorphous character for 20 pulse. The broad peak matched the
amorphous Al2O3 by ALD reported in the literature [22], indicating the successful coating of amorphous Al2O3 layer
whose crystallization take place after annealing at 825 °C.

Intensity (a.u)

3.3. Electrical Conductivity Measurements
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Figurel. XRD pattern of ALD ZnO and Al,Oj; thin films produced at 20 time pulse.

ALD ZnO and AI203 thin films deposited on silicon substrates were examined and their electrical conductivity was
investigated at room temperature. In figure 2, I-V curve characteristics demonstrated that ZnO and A1203 films were
homogeneously deposited on the Si substrate. As can be seen from the electrical analysis of ZnO and Al1203 thin
films grown on Si substrate, thin film layers exhibit stable ohmic behavior. However, it is possible to say that the
small curve deviations in some areas of ZnO in the graph originate from ambient noise or dust.

10
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Figure2. I-V curve of ALD ZnO and Al,O; thin films.

4. CONCLUSION

In this work, the ZnO and Al>O3 thin films were deposited on the Si substrate by ALD process under different pulse
times in order to create new recipes. The properties of the ZnO and Al2O; thin films prepared by thermal ALD were
investigated with SE, XRD and I-V characterization techniques. As a result of characterization, it is seen that the S2
samples of the films were more homogeneous than the others and show few nanometer thickness difference in itself
according to thickness values from received different areas. Also, XRD and I-V measurements show that better
structure for S2 samples for 20 ms pulse time for both films. In conclusion, it can be say that the thickness was
controlled by ALD and the films with desire thickness were successfully achieved under the conditions of: Substrate
temperature 200 °C, Cycle 300, Nz flow 20 sccm, purge time 20 s, H20 Pulse time 0.02s, DEZ and TMA pulse time
20 ms.
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Data Dependent Techniques for Initialization
of Cluster Prototypes in Partitioning Cluster
Analysis

Zeynel Cebeci', Mustafa Sahin’, Cagatay Cebeci’®

Abstract

The quality of final clustering obtained from partitioning cluster algorithms is closely related to the initialization of cluster
prototypes. Hence, choosing an appropriate initialization technique is the first key step in prototype-based clustering analyses.
In this paper, based on required iteration counts and computing time we compared the performances of three new simple data-
dependent initialization techniques (random samples averaging, systematic sampling and prototyping around the center of a
selected feature) vs. two widely used initialization techniques (K-means++ and simple random sampling). According to the
results obtained with Fuzzy C-means algorithm on one synthetic and three real datasets, systematic sampling and prototyping
around the center of a selected feature were evaluated to be promising techniques in order to reduce the required iterations by
the partitioning clustering algorithms.

Keywords: cluster analysis, partitioning clustering, prototype-based clustering, initialization of prototypes, data sampling,
fuzzy c-means

1. INTRODUCTION

Cluster analysis partitions data instances into homogenous groups based on some similarity measures. Due to its
unsupervised, descriptive and summarizing nature, clustering has become a core analysis in data science [2] for
several purposes such as image segmentation, anomaly detection, data classification and compression, and many
others. The goal of clustering is that the instances within a cluster be more similar to each other, and different
from the instances in other clusters.

Although there is a large number of clustering algorithms being hierarchical and partitioning [13], the partitioning
clustering algorithms are mostly used in cluster analysis of large and multidimensional numerical data sets
because they often have lower complexity [7]. They partition data into a pre-defined number of clusters (c
clusters) which are as compact as possible and well separated from each other, and create a one-level partitioning
of the data instances using a relevant objective optimizing function. As a dominant group of partitioning-based
clustering algorithms, the prototype-based clustering algorithms assume that the characteristics of the instances
in a cluster can be represented with a cluster prototype which is a point in the data space. These algorithms assign
the » instances in data space to the nearest clusters by using their proximities to the prototypes of clusters.

In a partitioning cluster analysis, the choice of initial prototypes be either centroids or medoids is an important
task because the quality of final clustering result is very closely related to the appropriate selection of initial
cluster prototypes.
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Different initializations of prototypes can lead to different clustering results because the partitioning algorithms
do not converge to global minima but only to local minima. For finding an optimal solution, multiple runs of an
algorithm are required with different initialization settings for handling the smallest squared error, and these runs
lead to increase in computational cost. So, choosing an appropriate initialization technique is the first key step in
prototype-based clustering tasks. Although there are many data independent and dependent initialization
techniques which can be used in initialization of cluster prototypes, some of them are often inefficient to find the
appropriate prototypes and some are too sophisticated to apply. It is believed that simple and data dependent
initialization techniques may contribute to fast convergence to final clustering, and thus, decrease the
computational cost. For this reason, in this paper, we aimed to propose some simple data dependent techniques
to initialize the cluster prototypes in partitioning cluster analysis.

2. FUZZY C-MEANS CLUSTRING

In this paper, for testing the performances of the studied initialization techniques we used the basic Fuzzy C-
means Clustering (FCM) algorithm [4] as the representative of prototype-based clustering algorithms. As one of
the most widely used soft clustering algorithms, FCM differs from hard K-means algorithm with the use of
weighted squared errors instead of using squared errors only. Therefore, the proposed initialization techniques in
this paper can be applied not only for FCM but also for all hard, fuzzy, possibilistic clustering algorithms and
their variants in the same way. In this section, we briefly introduce the basic terminology and FCM algorithm for
an easy walkthrough of the studied initialization techniques.

Let X = {x;, x5, ..., X} be a dataset to be analyzed, and V = {v,, v,, ..., v} be a set of the prototypes (centroids
or medoids) of clusters in multidimensional dataset X (X € R™) where n is the number of instances, p is the
number of features, and ¢ is the number of partitions or clusters. For dataset X, FCM minimizes the objective
function in Eq. (1).

Jrem(X; UV) = z'c=127<1:1ugcldizk,4 O]

As shown in Eq. (2), U of n X ¢ dimension is the membership matrix for a fuzzy partition of dataset X.
U = [uy] € Mpcy ()

The element u;y, is the membership degree of k” instance to i cluster. Thus, the i column of matrix U contains
the membership values of 7 instances to i” cluster. V is a cluster prototypes matrix given in Eq. (3).

V={v,v,..,v.}, v, ERP 3)

In Eq. (1), d%,4 is the distance between k" data instance and the prototype of i cluster. It is computed using a
squared inner-product distance norm in Eq. (4).

diea = llx = vill5 = (xi — v)TA(x) — v;) 4

In Eq. (4), A is a positive and symmetric norm matrix, and the inner product with norm 4 is a measure of distances
between data points and cluster prototypes. When 4 is equal to I, d,4 is obtained in squared Euclidean norm. In
Eq. (1), m is a fuzzifier parameter (or weighting exponent) whose value is chosen as a real number greater than
1 (m € [1, ), usually chosen as 2 in the literature). While m approaches to 1, clustering tends to become crisp
like K-means but when it approaches to the infinity clustering becomes more fuzzified. The objective function
Jrcm is minimized using the update formulas in Eq. (8) and (9) in each iteration step subject to the constraints in
Eq. (5), (6) and (7).
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ux €[0,1; 1<i<c1<k<n 5)
Y upg=1L1<k<n (6)
0< Ypoqupe<ml1<i<c @)

FCM stops when the iteration counts has reached to a predefined maximum iteration counts, or when the
difference between the sums of membership values in U obtained two consecutive iterations is less than a
predefined convergence value (¢). The steps involved in FCM are:

1) Initialize the prototype matrix V and the membership matrix U.

2) Update the cluster prototypes:

v = i g <o (8)

k=1UWik

3) Update the membership values with:
® 1 .

uy) =———————:1<i<c,1<k<n 9
ik Z,Cc=1(dikA/djkA)2/( Y ©)

4) If [ U® — UCD)|| < & then stop else go to the step 2, where t is the iteration number.

3. DATA DEPENDENT INITIALIZATION TECHNIQUES

Initialization of the cluster centers takes place in the first step of the partitioning algorithms. It is a process to
assign initial values of prototype matrix V in Eq. (3). For initialization of V, some comprehensive reviews of a
large number of techniques are available according to the related ([6], [5], [7]).The existing initialization
techniques have been categorized as data independent, simple data dependent and sophisticated data dependent
techniques in Reference [S]. The data independent techniques ignore the locations of the data instances. On the
other hand, the simple data dependent techniques basically consider the data instances while the sophisticated
methods initialize the prototypes in more complex ways accordingly to the techniques provided in the clustering
algorithms themselves.

In this paper, we do not present an overview of the existing techniques but compare the performances of two
widely used initialization techniques (k-means++ and simple random sampling) to those of two the newly
proposed data sampling approaches (random samples averaging and systematic sampling) plus a novel simple
data-dependent technique named prototyping around the center of a selected feature.

3.1 Simple random sampling

Simple random sampling (without replacement), is the sampling technique in which each instance in a dataset
has an equal probability of being sampled. This ordinary technique, known as McQueen method [20] in K-means,
has been probably the most commonly used technique for initialization of cluster prototypes because of its
simplicity. Unlike its data independent counterparts, it avoids to assign the locations in empty regions of the data
space as the prototypes do but it can result with the cluster prototypes that are not well spread out over analyzed
dataset. Moreover, there is also the risk to select the outliers rather than the instances in dense regions (clusters).
In this technique, as shown in Eq. (10), prototype vector for each cluster is initialized with a data instance vector
that is drawn from » data instances randomly.

v;=rand(x;); 1<i<c,1<k<n (10)
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3.2 Random samples averaging

As a solution for the above mentioned problem of the simple random sampling, a set of random data samples is
drawn and their average can be used as the prototype instead of using only one random sample. This technique
may be better to avoid the possible biases due to possible outliers in datasets. To achieve this, simple random
data sampling is repeated for » times, and the average of samples is assigned as the cluster prototype as seen in
Eq. (11). This approach is different from the Forgy method [15] which is used for finding the minimum objective
function value with multiple runs of in K-means algorithm. Here, with the proposed technique, multiple random
data samples are drawn and averaged before starting the clustering algorithm instead of multiple runs of the
clustering algorithm itself. It is expected that the use of the average of r random samples on p features may be
helpful to decrease the effect of outliers and contribute to increment in the initialization quality.

r_ d
v = ZRIE) gy ci<e,1<k<n an

3.3 Systematic sampling

Systematic sampling is another random sampling technique in which data instances are sampled at a given equal
width interval systematically. Although it is often used in many applications for its simplicity and efficiency over
the simple random sampling, surprisingly there has not been research work which has introduced this technique
in the literature related to the initialization problems. Whereas, it may improve the quality of initialization because
it tries to determine prototypes far enough from each other by using an equal width interval. In this technique,
the prototype of first cluster is the data instance randomly sampled from the top R instances (Eq. (12)) located in
the first sampling interval of dataset. The index of second cluster prototype is determined by adding R to the
index of the first data sample. Then, the process is successively repeated for determining the prototypes of
remaining clusters by adding the sampling interval R to the index of previously chosen data sample as formulated
in Eq. (13). In such way, the prototypes are not only randomly determined but also are equally far from each
other for improving the quality of initialization process.

v, =rand(x;);1<j<R, R=n/c (12)

V= Xe-DR) 3 2S1=¢ k= row_index(xj) (13)

3.4 Prototyping around the center of a selected feature

In this paper, we propose a novel data-dependent deterministic technique so called “prototyping around the center
of a selected feature” (called pacsf in this paper). It resembles Ball and Hall’s method [3] for assignment of the
first cluster prototype but differs by the use of two different interval values (R, and R,) instead of using only one
fixed threshold (7) value for determining the prototypes of remaining clusters. Additionally, our proposed
technique does not require to sort the dataset. The above mentioned intervals are calculated by using the
descriptive statistics of the selected feature according to the formulas shown in Eq. (14) and Eq. (15). In Eq. (14),
R, is an interval which is calculated by dividing the distance between the center and minimum of the selected
feature (x 5) by half of the number of clusters minus 1. Similarly, R, is an interval which is calculated by dividing
the distance between the maximum and center of the selected feature by half of the number of clusters minus 1.
These two intervals become equal to each other if the selected feature is normally distributed, and thus, cluster
prototypes are located in equidistant positions from each other in the p-dimensional space of n data instances. On
the other hand, the intervals become different when the distribution of the selected feature is left or right skewed.

__ center(xs)-min(x )

Ry == (14)
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max(x,s)—center(x,s)

Ry = (-1 /2

s)

In the proposed technique pacsf, depending on the distribution of selected feature, the mean or median of the
selected feature can be used to determine the prototype of first cluster. For this purpose, the nearest data instance
to the center of the selected feature is searched on the selected feature column, and assigned as the prototype of
first cluster as shown in Eq. (16). Afterwards, the prototypes of remaining clusters are determined by using
formulas in Eq. (17), alternately. For example, the prototype of an even-numbered cluster is determined by adding
the value of R, times the cluster index minus 1 to the first cluster prototype as seen in the first row of Eq. (17).
On the other hand, R, is used to calculate the prototypes of odd-numbered clusters as seen in the second row of
Eq. (17).

v; = X ; k =row_index of the nearest data instance to Center(xuf) (16)

Xt (i— ifimod2=1
v, = DR f Lmod ;2<i<c (17
Xj—(i-1) R, Otherwise

In order to apply the technique pacsf, a feature selection process is required for determining the feature to be used
to calculate the centers in Eq. (14) and Eq. (15). Although one of existing feature selection algorithms could be
applied for this purpose, we recommend to use a simple single feature selection approach which is introduced in
Section 4 due to its simplicity.

3.5 K-means++ clustering

The K-means++ introduced in Reference [1] is reported as an efficient approximation algorithm in overcoming
the poor clustering problem, which may be encountered in the standard K-means algorithm. K-means++
initializes the cluster centroids by finding the data instances that are farther away from each other in a probabilistic
manner. In K-means++, the first cluster center is randomly assigned. The remaining centers are determined with
a probability of mindist(x")?/ ¥}, mindist(x;)?, where mindist(x") is the minimum distance from a data
instance x to the previously selected centers. In this paper we included K-means++ in our experimental works
for comparison purposes.

4. FEATURE SELECTION FOR INITIALIZATION OF PROTOTYPES

The irrelevant and redundant features lead to difficulties in identification of the existing structures in datasets.
Therefore, as the process of selecting a subset of relevant features in data mining applications, feature selection
is usually an important task for dimension reduction based on the various wrapper, filter and embedded methods
([16] [24]). According to the literature on feature selection, the research works have mainly focused on either
predictive model construction using different clustering algorithms or dimension reduction for clustering of big
data ([10] [11] [17] [9] [25] [26] [8] [21]). However, in this paper, we consider the feature selection not for
selecting a subset of features but for selecting only one relevant feature in order to use in prototype initialization
in cluster analyses. So, we call this kind of processes as the “feature selection for initialization of prototypes
(FSIP)”. FSIP is mainly based on the assumption that a selected feature should be the feature which is the most
predictive in the formation of cluster structures. According to that assumption a feature can be a possible
candidate in prototype initializations if it is the feature with the highest variance or is the multimodal feature with
the highest number of peaks (modes).
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In the variance based FSIP techniques, one should select the features with higher variances because they may be
more relevant in the formation of the cluster structures in datasets. Research works on FSIP are relatively recent,
and there are some attempts to use variance based techniques in the literature. One of the algorithms using
variance based FSIP has been introduced by Reference [23]. They proposed a new algorithm using a feature
selection technique based on variance to build a reduced dataset containing relevant features. In their algorithm
they determined the initial prototypes of clusters using the medoids of each cluster by running K-means algorithm
on reduced dataset.

In our proposed technique, the assumption is that the modes of a feature are useful indicators of different mass
tendency locations or the centers of different dense regions, namely the clusters in a data space. Thus, a feature
with the highest number of modes is expected to be more predictive for determining the initial cluster prototypes
in partitioning clustering tasks. In fact, this approach so-called “feature selection based on mode counts” is
actually based on the assumption that clusters are continuous regions of a p-dimensional space containing
relatively high density of instances, separated from other such regions by regions containing relatively low
density of instances as defined in Reference [12].

Algorithm 1: findpolypeaks
Input:
xc, vector for the frequencies of classes of a frequency polygon
xm, vector for the middle values of classes of a frequency polygon
tc, threshold frequency value for filtering frequency polygon data, default value is 1
Output:
PM: Peaks matrix for a feature
Init:
1: xm € xm[xc >=tc] ; xc € xc[xc >= tc] //Filter xm and xc for the class frequencies >= tc
2: pfreqs < {} // Vector for the frequencies of peaks
3: pvalues € {} // Vector for the values of peaks
4: nc €< length of xc //Number of classes (bins)
5: pidx € 1 //Index of the first peak
Run:
6: IF nc > 1 THEN
7: IF xc[1] > xc[2] THEN
8:  pvalues[11€ xm[1] ; pfregs[1]1€ xc[I]
9:  pidx €2
10: ENDIF
11: FORi=2tonc-1 DO

12: IF xc[i] not equal to xc[i-/1] THEN
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13: IF xc[i] > xc[i-1] AND xc[i] >= xc[i+1] THEN
14: pvalues[pidx] € xmli]

15: pfiregs[pidx] € xcli]

16: pidx € pidx + 1

17: ENDIF

18: ENDIF

19: ENDFOR

20: 1IF xc[nc] > xc[nc-1] THEN

21:  pvalues[pidx])€ xm[nc] ; pfreqs[pidx]€ xc[nc]
22: ENDIF

23: ELSE

24:  pvalues[pidx]€ xm[1] ; pfregs[pidx] € xc[1]
25: ENDIF

26: np < length of pvalues

27: PMupx2 € 0 //Create peaks matrix

28: PM[,1] € pvalues ; PM[,2] € pfregs

29: RETURN PM, np

The number of modes of features can be found by counting the peaks in their frequency polygons. For this
purpose, a peaks counting algorithm can be used. In this paper we use a peak counting algorithm called
findpolypeaks (Algorithm 1) that has been introduced in a recently submitted paper of the authors. The input
arguments of this algorithm are the frequencies (xc) and middle values (xm) of the classes of frequency polygon
for the analyzed feature, and a threshold counts value (¢c) for tuning the height of peaks. The output of algorithm
is a peaks vector (PM) which shows the peaks values associated with the features. In this paper, we apply the
peaks counting approach because the variance based approach may be problematic when the selected feature has
normal (unimodal) distribution and contains the outliers.

5. EXPERIMENT ON A SYNTHETIC DATA SET

For evaluating the performances of proposed initialization techniques we implemented the R scripts in R
environment [22] on a computer with 17-6700HQ CPU (2.60 GHz) and 16GB RAM. In order to easily
demonstrate the performances of the studied prototype initialization techniques, we generated a five-dimensional
synthetic dataset (5p4c) as our experimental dataset. The dataset 5p4c, which was created by using 7norm function
in the base stats library of R consisted of five features and four clusters with the descriptive statistics shown in
Table 1. In this dataset having 400 data instances (n=400), the first feature (p/) was unimodal, the second feature
(p2) was four modal, the third feature (p3) was bimodal, the fourth feature (p4) was three modal and the fifth
feature (p5) was bimodal as seen in Fig. 1.
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Table 1. Descriptive statistics of the features in the dataset Sp4c

Features mean median std.dev. min max Number of peaks
pl 12.41 12.62 2.86 2.86 20.36 1
p2 69.47 69.72 22.84 29.58 109.43 4
p3 134.01 140.02 21.87 86.38 167.50 2
p4 48.67 47.83 22.57 8.70 88.58 3
p5 20.42 20.24 1.39 16.43 24.55 2
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Fig.1. Histograms and scatter plots of the feature pairs in the dataset 5p4c

In our experiments, we ran FCM for seven levels of number of clusters (¢ = 2,...,8) with the five initialization
techniques: K-means++ (kmpp), simple random sampling (rsamp), random samples averaging (arsamp),
systematic sampling (ssamp) and prototyping around center of selected feature (pacsf). For each level of number
of clusters, FCM was re-started for ten times because the first four techniques assign different initial centroids in
different runs because of their non-deterministic nature.

In order to avoid the possible biases due to different initializations of membership matrix U, we used the same U
matrix in each level of number of clusters in the successive runs of FCM. For this purpose, we set the seed of
random number generator to a predefined constant (seed=123). In order to calculate the random sample averages,
we arbitrarily sampled data instances for five times (r=5) with the technique arsamp. For selecting the feature
with the highest number of peaks we used the findpolypeaks algorithm (Algorithm 1). The inputs of the algorithm
were the middle values and counts of classes obtained from the histograms using Sturge's rule. The algorithm
successfully found that p2 was the multimodal feature having the highest number of peaks with four peaks as
seen in Fig. 1. Here we note that when there are multiple features with the highest number of peaks, although
they could be interchangeably used as the selected feature with pacsf'technique, we recommend to use the feature
whose variance is also greater than the others.

20



4TH INTERNATIONAL CONFERENCE ON
ENGINEERING AND NATURAL SCIENCE
2-6 May 2018 KIEV UKRAINE

Good initializations often lead to faster converge, and thus, clustering algorithms require less iterations.
Therefore, in order to compare the performances of the studied initialization techniques we used the average
iteration counts for reaching to final clustering result in FCM runs. In order to test the differences between the
studied initialization techniques we applied Chi-square test, which is a non-parametric statistical test, on the
average iteration counts at each level of number of clusters.

Table 2. Iteration counts by the number of clusters for the dataset Sp4c

c stats | kmpp | rsamp | arsamp | ssamp | pacsf P

min 34 31 35 25 37

c=2 | avg 36 36 36 34 37 0.9979
max 36 37 37 37 37
min 79 79 80 79 85

c=3 | avg 84 83 83 81 85 0.9986
max 85 83 83 81 85
min 11 13 13 11 14

c= avg 18 18 16 13 14 0.8586
max 33 24 16 13 14
min 32 37 56 33 116

c=5 | avg 64 96 76 86 116 | 0.0013
max 146 141 78 122 116
min 57 58 46 49 112

c=6 | avg 99 104 92 86 112 | 0.3834
max 104 106 96 86 112
min 61 62 59 75 135

c=7 | avg 108 115 91 83 135 | 0.0033
max 186 116 91 92 135
min 72 78 89 77 110

c=8 | avg 123 130 122 90 110 | 0.0722
max 124 162 124 91 110

The results obtained from the FCM runs on the dataset Sp4c are shown in Table 2. In the table, min, avg and max
respectively stand for the minimum iteration counts, the average iteration counts, and the maximum iteration
counts in ten runs of FCM. As seen in the last column of Table 2, according to Chi-squared tests (df=4) there
were no significant differences between the studied initialization techniques except the clustering done for the
number of clusters of five and seven (c=3, ¢=7). Although there are no statistically significant differences, the
minimum iteration counts were obtained with ssamp in FCM runs done for all levels of number of clusters except
for those of five (c=5). For only this exception, kmpp was better than the others although it has been reported
that it can converge rapidly. On the other hand, since there is the possibility to select the outliers as the first
prototype with kmpp. The distance calculations for remaining cluster centroids can be affected by the first
prototype determined by kmpp. These occasions may lead to more iterations to converge to final clusters. As seen
in Table 2, for all the techniques, the iteration counts significantly decreased in the FCM runs done for the number
of clusters of four (¢c=4), which is the actual number of clusters in the dataset Sp4c.

Table 3. Average computing time (miliseconds) per FCM run for the dataset 5p4c

c kmpp rsamp arsamp ssamp pacsf
= 343.27 330.09 323.67 325.67 345.31
= 993.73 943.64 929.01 927.63 970.69

333.65 312.14 278.03 238.03 259.60

1249.43 1714.69 1415.23 1564.98 2093.00
2198.50 216691 1963.15 1826.63 2425.14

OO(ﬁOO
[N E-N IVRR )

21



4TH INTERNATIONAL CONFERENCE ON

ENGINEERING AND NATURAL SCIENCE
2 - 6 2018 KIEV UKRAINE

May

2833.79

7 2945.35
=8 3544.67

3671.45

2267.45
3470.41

2055.28
2540.79

3408.19
3125.14

As another performance criteria, the results for average computing time per FCM run obtained from the ten runs
of FCM by the initialization techniques are shown in Table 3. Although there were no statistically significant
differences between the studied techniques (F=0.15735; df=4,30; P=0.9581), ssamp gave the minimum average
computing time in the clustering runs done for most of the number of clusters (c=3, c=4, ¢=6, c=7 and c=$).
Based on the initializations with arsamp, FCM required the minimum computing time for completing the
clustering done for the number of clusters of two (¢=2). The minimum computing time was required with kmpp
for the clustering done for the number of clusters of five (¢=5).

6. EXPERIMENT ON THE REAL DATASETS
Based on the required iteration counts by FCM, we also examined the performances of the studied techniques on
three real datasets, which are listed with their characteristics in Table 4. All of these datasets were imported from

UCI Machine Learning Repository [19].

Table 4. Real datasets used for evaluation of the studied prototype initialization techniques

Data set Size of dataset Number of features Number of classes
Iris 150 4 2,3
Wine 178 13 3
Foresttype 326 27 4

Fisher’s Iris dataset [14] is probably one of the most widely used datasets in testing of data mining algorithms.
Iris dataset (/ris) contains 3 classes of 50 instances each, where each class refers to an iris flower species.
In this dataset, one of the species classes is linearly separable while two of them are not linearly separable from
each other.

Wine dataset (Wine) contains the results of a chemical analysis of three different wine cultivars grown in the
same region in Italy. The dataset consists of 178 records with 13 features and 1 class variable with 3 classes.

Forest type mapping training dataset (Foresttype) contains remote sensing data which mapped different forest
types based on their spectral characteristics at visible-to-near infrared wavelengths by using the Aster satellite
images [18]. The dataset consists of 27 features and one class variable with 4 forest types.

In Table 5, the average iteration counts obtained from the FCM runs at the different levels of number of clusters
on the studied real datasets were shown by the initialization techniques. According to Chi-square tests on the
average iteration counts there were no significant differences between the initialization techniques at the small
levels of number of clusters as seen in the last column of Table 5. On the other hand, at the upper levels of
number of clusters the average iteration counts tended to be in favor of ssamp, pacsf and arsamp. Since ssamp
converged to the final clusters with the minimum iterations counts for seven times and the pacsf eight times, they
were considered more useful when compared to the others.

Table 5. Iteration counts by the initialization techniques for the studied real datasets

c Datasets kmpp rsamp arsamp ssamp pacsf P
Iris 16 15 15 15 15 0.9997
c= Wine 25 24 24 24 26 0.9980
Foresttype 45 47 46 46 45 0.9995
Iris 42 40 42 36 47 0.8219
c=3 Wine 68 72 71 66 71 0.9855
Foresttype 50 51 50 49 50 0.9998
Iris 55 59 55 69 41 0.1230
c=4 Wine 54 56 56 64 60 0.8937
Foresttype 150 150 154 150 162 0.9501
c=5 Iris 73 71 71 50 45 0.0210
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Wine 169 189 166 268 270 1.6e-10

Foresttype 96 98 98 92 98 0.9909

Iris 116 101 112 122 77 0.0181

c=6 Wine 134 151 127 74 70 6.2¢-10
Foresttype 174 185 177 178 163 0.8326

Iris 90 93 5 94 96 0.5277

c=7 Wine 120 79 89 323 279 2.2e-16
Foresttype 184 189 181 189 178 0.9721

Iris 150 81 82 96 89 1.0e-06

c=8 Wine 138 160 136 235 193 3.2¢-08
Foresttype 185 197 180 191 200 0.8384

7. CONCLUSIONS

Based on iteration counts and computing time to converge to the final cluster results, the systematic sampling
seemed slightly better than the other techniques for most of the results obtained on the studied synthetic and real
datasets. According to the results obtained on the real datasets, the prototyping around the center of a selected
feature was also considered to be a successful technique to build prototypes that are well-separated. Due to its
deterministic nature, the technique can contribute to increase in the computational efficiency of prototype
initializations because it does not require repeated initializations in the successive runs of the clustering
algorithms. Although it is a promising initialization technique, further studies are required to examine its
performance on the larger datasets with different cluster configurations. Therefore, we plan to conduct research
in the future for both testing the performance on larger data sets and comparison with some other data-dependent
techniques.
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Comparing Depth Values of GEBCO
Bathymetry and Wavelet Tomography
Results in the Challenger Deep Point of

Marianna Trench and Surroundings

Fikret Dogru', Oya Pamukcu?, Ayca Cirmik*"

Abstract

The deepest point of the world, Marianna Trench, is formed as a result of the thrusting Pacific
Plate to the Philippines Plate. Mariana Trench stretches for more than 2,540 km with a mean width of 69 km.
The greatest depths are reached in Challenger Deep (~11 km), a smaller steep-walled valley on the floor of
the main trench southwest of Guam. In this study, depth values which are obtained from the General
Bathymetric Chart of the Oceans (GEBCO) and by applying wavelet tomography to the World Gravity Map
(WGM2012) Complete Spherical Isostatic gravity anomaly were compared. The most important convenience
of the Wavelet Tomography method is that it does not require any inversion technique. As a result, the deepest
point of the GEBCO data was obtained 10.8 km. The result of the wavelet tomography again reached a depth
value of about 11 km. In addition, profiles were taken from different places for comparison and values were
examined. In this study, it is seen that WGM2012 data will present knowledge about base topography by
applying Wavelet Tomography method.

Keywords: Marianna Trench, Wavelet Tomography, GEBCO, WGM2012, Challenger Deep.

1. INTRODUCTION

The Mariana Trench is an actively opening basin that lies at the eastern edge of the Philippine Sea plate. It is
bounded by the West Mariana Ridge and the Mariana island arc (an active volcanic arc). The deepest part of
Marianna Trench, the Challenger Deep, lies in the Southern Mariana Trench almost 360 km southwest of Guam
Island and 2700 km south of the Japanese Islands [1], [2]. The location map is shown in the Fig. 1.

The World Gravity Map (WGM 2012) which were compiled by the Bureau Gravimetrique International (BGI)
with the support of the United Nations Educational Scientific and Cultural Organization (UNESCO) in
association with the International Gravity Field Services (IFGS), computed from the Earth Spherical Model
(EGM 2008) [4] instead of the conventional Bouguer slab correction and have a spatial resolution of ~9 km

(5], [6].

General Bathymetric Chart of the Ocean (GEBCO) [7] that has 30 arc-second resolution was generated by
combining ship depth soundings, with the interpolation between the sounding points being guided by satellite
gravity data [8]. GEBCO bathymetry mostly relied upon ship soundings and only 6.5% of all 30 arc-second
depth cells are constrained by soundings, with the rest being indirectly mapped using some interpolation scheme

[8].
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Figure 1. The location map of the study area (The figure exported from Google Earth Pro [3]).

Wavelet transform and its multi-scale tomography application have been used to localize the buried magnetic
structures, to determine the depth of hydrothermal systems on self-potential data, edge detection signal
processing [9], [10], [11], [12].

2. METHODS
2.1. Wavelet Transform

The wavelet transform has contributed significantly to the study of many processes/signals in almost all areas
of earth science. Different applications of wavelet transform have also shown its important role while dealing
the complex behaviour of real geophysical data. Wavelet transform can be given following formula;

1 t—Tt
w(a,r)(t)=ﬁw( " ) (a,t ER  a>0) )

where a is the dilation factor, 7 is the translation factor and wwy(?), is the mother wavelet depending on
parameters a and t [13]. In the wavelet transform, instead of holding constant time and frequency resolutions,
both can be used as a variable to obtain multi-resolution analysis in the time-frequency domain. Thus, increases
in the frequency show improvement in time resolution. Likewise, decreases in frequency show improvement
in the frequency resolution.

2.2. Continuous Wavelet Transform (CWT)

The continuous wavelet transform was developed as an alternative approach to the short time Fourier transform
(STFT) to overcome the resolution problem. The wavelet analysis is done in a similar way to the STFT analysis,
in the sense that the signal is multiplied with a function, similar to the window function in the STFT, and the
transform is computed separately for different segments of the time-domain signal.

However, there are two main differences between the STFT and the CWT:

1. The Fourier transforms of the windowed signals are not taken, and therefore single peak will be seen
corresponding to a sinusoid, i.e., negative frequencies are not computed.

2. The width of the window is changed as the transform is computed for every single spectral component, which
is probably the most significant characteristic of the wavelet transform.

The continuous wavelet transform is defined as follows:

Voo o) = w¥(rs) = L (LT
Wit ) =) = =[x v (55 @

N

the transformed signal is a function of two variables, tau (t) and s, the translation and scale parameters,
respectively.'l’;p (7, s) is the transforming function, and it is called the mother wavelet [14].

2.3. Multi-Scale Wavelet Tomography (MSWT)
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In this study, complex Gaussian wavelet (cgaul) was used for estimation of the buried
structure. Then wavelet modulus was calculated following formula:

mod = +/reel(coef (cwt))? + imag(coef (cwt))? 3)

where reel and imag are reel and imaginer parts of the continuous wavelet transform. Local
maximums were determined from coefficients of CWT. In addition, derivative of anomaly
was calculated and then CWT was applied on this anomaly.

3. RESULTS

In this study, WGM2012 Isostatic Bouguer Gravity (IBG) anomaly was used in the wavelet tomography
application for determining the deepest point in the Marianna Trench. For this purpose, the wavelet tomography
was applied on profiles that were taken from IBG anomaly and vertical derivative was applied on profiles then
the wavelet tomography was carried out on these profiles. The results were compared with the GEBCO
bathymetry data. In figure 2, Isostatic Bouguer Gravity anomaly and GEBCO bathymetry map are shown. The
values changes -240 to 120 mGal in the Bouguer anomaly. The bathymetry values changes between -10804 to
263 meter in the GEBCO data (Fig 2a and 2b). The lowest anomaly values are on the collision boundary of the
Pacific and Philippines Plates. Also the deepest point in this area is located in this collision boundary.
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Figure 2. a) Isostatic Bouguer Gravity Anomaly, b) GEBCO bathymetry map.

In the wavelet tomography stage, three profiles were taken for comparison of depth values of GEBCO and
obtained from wavelet tomography (Fig. 3). First profile, A-A', was taken from the deepest point ever known
on earth, the Challenger Deep point. Then wavelet tomography applied on this profile and ~ 11km depth value
was obtained. The deepest point in the GEBCO bathymetry data is 10.804 meter. Then, the other two profiles,
B-B' and C-C', were taken and the same method was applied to these profiles. The wavelet tomography result
of profile 1 shows that there is no solution but 11km depth value was obtained after the taken vertical derivative
of profile 1. On the other hand, the wavelet tomography results of profiles 2 and 3 were almost obtained two
times more than known. But vertical derivative improved the solutions of profile 2 and 3. The results are also
shown in table 1.
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Figure 3. Profiles are shown in IBG anomaly.

Table 1. The comparison of the GEBCO bathymetry and the wavelet tomography results with and without derivative.

The Wavelet Tomograpy Results

GEBCO Without Derivative With derivative Half of Without Derivative

(m) (m) (m) (m)
Profile 1 10804 - 11000 -
Profile 2 7700 15060 7320 7530
Profile 3 8463 16900 8290 8450
CONCLUSIONS

In this study, wavelet tomography was applied to the profiles which were taken from Marianna Trench that was
the deepest point in the world. Also obtained depth values from wavelet tomography were compared with the
GEBCO bathymetry data. The results show there is not so much difference (not more than 380 meters) between
GEBCO and wavelet tomography results (with derivative). The results also show that wavelet tomography
without derivative gave 2 times more depth values than known from GEBCO. Half of the results are much
closer the known values. The most important feature of wavelet tomography method is that it does not require
a model such as a cylinder, sphere, etc. and without inversion technique to estimate depth value.
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An Analysis of Occupational Incidents,
Prioritization of Factors Causing These by
Using Multi Criteria Decision Making
Methods and Identification of Ways for
Reducing These: Case Study In Oil And Gas
Fields

Ece Gokpinar', Can Elmar Balas’

Abstract

The aim of the Occupational Health and Safety studies conducted in the oil and gas sector is, to protect
workers and to ensure occupational safety in works performed on drilling fields. The aforementioned
studies of the companies operating in this field in Turkey are inadequate and are not given due
importance to. In such companies, occupational incidents become inevitable for that reason. A vast
number of studies have been conducted in many other countries around the world to reduce the number
of occupational incidents, and those have led to a substantial reduction in those incidents. In Turkey,
it is necessary to take measures to reduce the number of occupational incidents in the oil and gas
sector. In this study, occupational incidents occurred in the company investigated as a case study and
the other occupational incidents occurred in similar companies and the measures taken to reduce them
have been discussed in detail. This study aims to explain what occupational incidents occur in the
sector, what the root causes of them are and how to reduce the occupational incidents by taking
measures.

Keywords: Multi Criteria Decision Making, Occupational Health and Safety, Occupational Incident,
Petroleum and Natural Gas Drilling.

1. INTRODUCTION

It is difficult, costly and dangerous work to extract various mines by drilling. However, there is a great energy
deficit increased with technology and progress in the world. For this reason, countries are resorting to a variety
of ways to extract oil and similar products to meet this energy deficit. Those drilling works, as significant
element of the energy sector, bear the risk of occupational incidents. Because natural or legal entities with
exploration licenses, who would like to conduct drilling work which is highly expensive, prefer to hire small
companies that are not the experts in that field, in order to get their drilling works done in a more economical
way. In drilling works, as one of the most hazardous sectors of activity alongside with mining, lots of
occupational incidents and occupational injuries and deaths occur where the occupational health and safety
regulations are not applied. In the literature, there are various reports and studies conducted by various
institutions that address the various aspects of occupational incidents in oil and gas sector concentrated in
extractive works. For example, in the study of Hill, it has been identified that the rate of occupational incidents
occurred in USA's oil and gas extraction sector between 2003 and 2009 was seven times higher than the
occupational incidents occurred in all other sectors [1]. According to the statistics of U.S. Department of
Labor's Bureau of Labor Statistics (US BLS), 823 people working in extractive activity in the oil and gas sector
lost their lives between 2003 and 2010 [2]. This figure is seven times higher than the rate of occupational
incidents in all other industries of USA. According to a report of the Centers for Disease Control and Prevention
(CDC), work-related mortality rates in the oil and gas extraction sector have increased by 27.6% between 2003
and 2013 [3]. The report International Labor Organization (ILO) published in 2016 indicates that the hard labor
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of oil and gas extraction sector shows itself in the form of occupational incidents [4]. According to the report
published by Stromme in ISHN magazine in 2013, 50% of the accidents in the oil and gas drilling sector are
caused by two reasons: struck by (36%), caught-in or between (21%) [5]. According to a report published by
Petroleum Safety Authority Norway in 2011, the staff working in the oil and gas sector are generally
inexperienced. It is found that the vast majority of accidents are occurred due to human factors. The use of new
technology has a great importance [6]. Another cause of accidents is identified as crashing-shearing-trapping.
According to OSHA, 3 of every 5 casualties caused as a result of crashing-shearing-trapping [7]. American
federal statistics of US BLS show that fire accidents are more common in this sector than in other sectors [8].
According to Canadian Center for Occupational Health and Safety (CCOHS), another kind of occupational
incident is fall accidents [9]. According to statistics of US BLS related to fall accidents, in 2014 247,120 non-
fatal cases involving slips and falls and around 800 fatalities were reported. According to the data of CCOHS,
more than 42,000 people are injured at work due to fall accidents. In this study, what kind of occupational
incidents occur in oil and gas sector in Turkey and what the root causes of them are will be identified by using
TOPSIS method. On the other hand, a statistical comparison between the occupational incidents occurred in
the firms at other countries within the same sector and occupational incidents in Turkey will be presented. This
study aims to contribute the occupational health and safety studies of Turkey in oil and gas sector; to provide a
guideline document that explains what occupational incidents occur in the sector, what the root causes of these
incidents are and how to reduce these incidents by taking measures for the companies operating in petroleum,
natural gas, geothermal drilling sector in Turkey in order for them can benefit from.

2. MATERIALS & METHODS
2.1. Statistics Of Occupational Incidents

The statistical comparison between Turkey and other countries regarding the occupational incidents occurred
in Oil, Geothermal, Gas Drilling Sector, has been made by using the incident analysis provided in International
Association of Drilling Contractors (IADC) Incident Statistics Program. IADC is an organization, which is
working actively worldwide since 1940. Among the IADC studies, the Incident Statistics Program (ISS) was
created to monitor the occupational safety and occupational incident data for the drilling industry. The aim of
using the JADC data in this study is to benefit from this organization, which provides a comprehensive study
by using the data of many different firms operating worldwide [10]. There are many methods for calculating
incidence rate described in the literature in order to make comparisons between occupational incidents statistics.
These methods for calculating incidence rate have been developed to be able to make comparison independently
of the size and structure of a firm. For example, there is a difference between the probability of 1 worker per
100 full-time workers involved in a recordable occupational incident in 1 year within an establishment with
100 employees and the probability of 1 worker per 50 full-time workers involved in a recordable occupational
incident in 1 year within an establishment with 50 employees. In order to be able to compare the probability
of occupational incidents between the two firms, various "incident rate" calculations have to be used. For the
comparisons between the data of IADC member countries and the data of Turkey, the incident rate calculation
formulas, examples of which are provided in Table 1, are used. More detailed information can be found on the
website regarding the incident rate calculation data published by OSHA, which is provided below in the
References [11]. The formulas given in Table 1 are used to find the number of incidents per 1,000,000 or
200,000 labor hours. Incidence Rate represents the formula using the 1,000,000 ratio, and frequency rate
represents the formula using the 200,000 ratio. Depending on the type of the occupational accident, various
incidence rate or frequency rate calculations can be made. For example, incidence rate and frequency rate
calculations can be made for lost time incidence rate. Making such calculations allow making comparison with
the situation at other countries, as described above. Figure 1 shows the comparison of lost time incident rate
between Turkey and Europe and lost time incident rate of the firm from Turkey, which is chosen as an example
case for this study. These calculations are made by using the formulas regarding lost time incident rate provided
in Table 1.

Table 1 Incident Rate Calculations Formula

Incident Rate Criteria Formula

Accident Frequency Rate [12] Total Accidents X 1,000,000/ MAN-HOURS
Accident Incidence Rate [12] Total Accidents X 100,000/ MAN

Lost Time Incidence Rate Lost Time Cases X 200,000 / MAN-HOURS
Lost Time Frequency Rate Lost Time Cases X 1,000,000 / MAN-HOURS
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Figure 1. Comparison between lost time incident rates of Europe, Africa, Middle-East, Asia Pacific and Turkey, 2015. The
European average data was adopted from the ISP reports by IADC, retrieved from http://www.iadc.org/isp/iadc-2015-isp-
program-annual-report-index/[11]

As can be observed here, there is a significant difference between lost time incident rate occurred in oil and gas
sector in Europe, Africa, Middle-East, Asia Pacific and Turkey average. The data received in Turkey's case
indicates the need for more effective implementation of occupational health and safety management systems.
Lost time incident rates occurred in other years also provide similar results.

2.2.  Multi Criteria Decision Making Methods

One of the multi criteria decision making methods, TOPSIS (Technique for Order Preference by Similarity to
Ideal Solution) method was presented with reference to the study of Hwang and Yoon (1981)[13]. The basic
idea of this method is to select the alternative closest to the positive ideal solution while maximizing benefit
criteria of the solution whereas minimizing its cost criteria. In the same way, the aim is to obtain the solutions,
which are selecting the criteria having farthest distance from the negative ideal solution while maximizing the
cost criteria whereas minimize the benefit criteria. The application of the TOPSIS method consists of 6 steps.
These steps can be listed respectively as constructing decision matrix, constructing standard decision matrix,
calculating weighted decision matrix, determining ideal and negative ideal solutions, calculating the separation
measures and calculating the relative closeness to the positive ideal solution.

2.3. TOPSIS Method

Technique for Order Preference by Similarity to Ideal Solution (TOPSIS); which was developed by Hwang and
Yoon in 1981 as a method to sort alternatives by calculating their proximity to the ideal and negative ideal
solutions. The application steps of the TOPSIS method tailored for this study are presented below [14]:
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Step 1: A= m (1)
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Step 2: Obtaining the normalized decision matrix (R): The normalized decision matrix (eq’n (3)) is determined
by using eq’n (2):
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Step 3: Obtaining the weighted normalized decision matrix (V): In this step, firstly, the weights (importance
values) of the ten criteria (wj; j=1, ...,m) are assigned. The weighted decision matrix V is formed by multiplying
elements in each column in the normalized decision matrix (7, i=1,...,n) and its corresponding criterion weight
w, j=1,....m):
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Step 4: Identification of ideal and negative ideal solutions: In order to obtain an ideal (4%) solution, Eq. (5) is
used to determine the highest value for each column of the matrix ¥ (the lowest value if the relevant criterion
has the minimization direction) and to obtain the negative ideal (4°) solution, Eq. (6) is used to determine the
lowest values for each column of the matrix V' (the highest value if the corresponding criterion has the
minimization direction).
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4" = {(max v”‘je J),(min v”‘je J‘}

A = {V1*r172*v "'rvm*} (5)
A’={(minv,7jeJ),(maxvlyjeJ'}
i ' - A ={v v, v (6)
Step 5: Calculation of distance to the ideal solution (S%), distance to the negative ideal solution (S7) and

performance score (C"j) for criteria. Distances to the ideal solution and negative ideal solution and performance
scores for the years are obtained according to Eq. (7), Eq. (8), and Eq. (9) respectively. C; gets a value between
0 and 1 (0<C% £1)).

S = 27'11(171'1' - 17;)2 (7)
Si= |Zmii —v)? (3)
Ci _ 7S,’ _

S+, (9)

Values in table indicate that nearest distance to '1' shows that the influence of the causes of accidents on the

related solution is high (absolute), that nearest distance to '0' shows that the influence is low (ineffective when

it has the value of 0). The factors that caused the accidents in this study are selected as follows:

= Number of accidents that occurred during night shift

= The place of the accident (location / Derrick / Mast)

= The profile of the employee experiencing the occupational accidents mostly (the number of rig workers)

= Accident type (caught between, struck by)

= Rig type drilling where the occupational accidents seen mostly

= Age average of employees experienced the occupational accident

= Number of inexperienced employees (less than 1 year) experienced the occupational accidents

= Number according to the most injured body part (finger)

= Number of the occupational accident related to equipment (car / truck, bus, casing, pipe, tubular, drill collar)

=  Number of the occupational accident related to operation (material handling - forklift, installation,
maintenance, drilling routine)

There is a need for the use of multi criteria decision making (MCDM) methods in the joint evaluation of ten

selected measurement criteria. In this study, factors that lead to lost time incidents occurred in a real firm

operating in Turkey are analyzed by using TOPSIS.

Table 2. Decision Matrix Constructed Regarding Lost Time Incidents Occurred 2012-2015
Criteria Equ Opr Tim Loc Ocp Ict Mon Age Tis Bod

Equ 21 335 475 445 56,5 51,5 395 455 425 33
Opr 35,5 25 51,5 46,5 58,5 53,5 41,5 475 445 365
Tim 63,5 655 53 70 76 67,5 555 61,5 585 50,5
Loc 445 42 60,5 34 63 58 46 52 49 41
Ocp 56,5 585 72,5 63 46 66,5 52 63,5 62 58
Ict 51,5 53,5 675 58 64 41 55,5 58,5 57 53
Mon 39,5 41,5 555 46 60,5 49,5 29 49,5 45 38,5
Age 455 475 70,5 52 58 58,5 46,5 35 49,5 47
Tis 42,5 41 69 50 62 57 45 51 32 40
Bod 34,5 37 65 46 58 53 41 47 44 24

Note. Criteria = Incidents Root Cause. LTI = Lost time incidence Equ= LTI’s by Equipment (car/truck, bus, Casing ve Drill
Collar). Opr = LTI’s by Operation (Rig/Equip. Repairs/Maint., Routine Drilling Operations.) Tim = LTI’s by Time Of Day
(Morning/Day Shift) Loc. = LTI’s by Location (Rig Floor/Derrick/Mast) Ocp. = LTI’s by Occupation (Floorman,
Roustabout). Ict =. LTI’s by Injury Cause Type (caught between, struck by) Mon = LTIs by Months (January, February,
June) Age= LTI’s by Average of Age. Tis= LTIs by Time in Service For Company (>1 yr. <5 yrs.) Bod= LTI’s by Body
Part (fingers). All numbers are count and the matrix is made by average numbers.
Table 3. Weighted Normalized Decision Matrix

CriteriaEqu Opr Tim Loc Ocp Ict Mon Age Tis Bod

Equ 0,01850,02880,02700,0301 0,02050,02020,0189 0,02700,03420,0235

Opr 0,03120,02150,02930,0315 0,02120,02090,0199 0,02820,03580,0260

Tim 0,05590,05630,03010,0474 0,02750,02640,0266 0,03660,04710,0359

Loc 0,03920,03610,03440,0230 0,02280,02270,0221 0,03090,03940,0292

Ocp 0,04970,05030,04120,0426 0,01670,02600,0249 0,03770,04990,0412

Ict 0,04530,04600,03840,0392 0,02320,01610,0266 0,03480,04590,0377

Mon  0,03480,03570,03150,0311 0,02190,01940,0139 0,02940,03620,0274

Age 0,04000,04090,0401 0,0352 0,02100,02290,0223 0,02080,03980,0334

Tis 0,03740,03530,03920,0338 0,02240,02230,0216 0,03030,02570,0284
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Bod 0,03040,03180,03690,0311 0,02100,02070,0197 0,02790,03540,0171

The decision matrix, which is the first step of the TOPSIS method, is constructed by using Table 2 and the
normalized decision matrix is obtained by normalizing the numerical values by using Eq. (2) in the first step of
the method. For the criteria provided in Table 1, average number of the accidents occurred has been considered.
On the other hand, in order to identify the weights of the each mentioned criterion, three experts of the firm
were asked to evaluate each criterion with a score from 1 to 10 (1 refers to the least important; 10 refers to the
most important) and then the criteria weights were identified by considering the averages of the expert
evaluations by rounding them up to nearest whole numbers. Then, the table of normalized criteria weights was
obtained (Table 3). Then, weighted normalized matrix was obtained as a result of multiplying normalized
decision matrix by the normalized criteria weights identified for each criterion. At the last step, by using Eq.(5-
8) in the in the implementation steps of TOPSIS method the distances to the ideal and negative ideal solutions;
by using Eq.(9), the influence of the causes of occupational accidents on lost time incidents, TOPSIS ranking
scores were obtained.

RESULTS AND DISCUSSION

As a result of the analysis, the causes of the accident are mathematically expressed by ranking the causes of the
accidents according to the accident results. In Figure 2, ranking scores can be seen clearly. Values in table
indicate that nearest distance to '1' shows that the influence of the causes of accidents on the related solution is
high (absolute), that nearest distance to '0' shows that the influence is low (ineffective when it has the value of
0). As observed from these calculation results, as the factors determined as the cause of the accidents,
Equipment (Pipes/Collars/Tubulars/Csg., Material, Engine/Pump, Machinery), Operation (Rig/Equip. Repairs
/ Maint., Routine Drilling Operations.), Body Part (fingers) shines out as the highest scores in the results of
total lost time incidents. There three causes are followed by Month, Time in Service for the Company, Location,
Age, Incident cause type, Occupation, Time in Service respectively. In the analysis provided in the appendix,
most seen ones are Pipe, tubular, casing tubing in equipment-related accidents. At the same time, the finger
injuries are within the first three ranks in TOPSIS analysis in analysis provided in appendix. These results
show that engineering measures are required to reduce occupational accidents in oil drilling. It is thought that
it would be beneficial to make the drilling works by using the machines, that is to say, by transition to new
technology; rather than by using hands. In the risk analysis to be applied to the oil and gas drilling fields,
addressing the high risk areas mentioned here will reduce the occupational accidents

2 = ’g 1,00 0,67 —0,;690,77
2.8 0; 0; U0
OEZE g0 L e OZT O T i
84 Tim Ocp Ict Age Loc Tis Mon Bod Opr Equ

Figure 2. TOPSIS Ranking Scores of Criteria of Occupational Accidents (C*)

4. CONCLUSION

The calculation of the TOPSIS analysis in the results and the discussion sections are recalculated by appointing
equal weights. The results of the analysis are shown in Figure 3. There have not been any changes in the results.
In other words, the highest 3 criteria given in the results section are same here.

C*: Distance to Ideal Solution
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Figure 3. TOPSIS Ranking Scores of Criteria of Occupational Accidents (C")with the same weight.
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Determination of UAVs Thrust System
Parameters by Artificial Bee Colony
Algorithm

Mehmet Konar'

Abstract

With the development of technology, Unmanned Aerial Vehicles (UAVs) have become a popular application
in aviation engineering and are now used for many purposes in military and civil aviation. While usage
areas for military purposes of UAVs are such as defense, mapping, and attack; usage areas for civil
purposes of UAVs are such as disinfection of agricultural land, search and rescue in emergency, traffic
control, cargo transportation, fire extinguishing. The importance of the UAV design has increased with the
expansion of the field of applications. One of the most important aims in UAV designs is the design of the
thrust system. Selection of the propeller is one of the main parameter of the thrust system design. In
selecting the propeller, two basic parameters are considered, namely the diameter and the pitch of the
propeller. In this study, the calculation of the maximum thrust force required during a straight flight was
considered. For this purpose, an approach based on the Artificial Bee Colony (ABC) algorithm is proposed
for the design of UAV with maximum thrust force. In this approach, the diameter and the pitch of the
propeller and current flight speed used in the power system design of the UAV is determined as the input
parameters. The maximum thrust force versus these mentioned input parameters also is determined the
output parameter. In order to obtain the maximum thrust force, effective results were obtained in
determining the optimum input parameters with the ABC algorithm. The results of the study showed that
the proposed approach would make it easier for designers to design UAV thrust systems.

Keywords: UAVs, Thrust System Design, ABC Algorithm, Optimization.

1. INTRODUCTION

There are many innovations that technology adds to today's life. One of the most popular of this innovation is
the Unmanned Aerial Vehicles (UAVs). The UAVs appeal to all military or civilian users due to their low risk
for human life and their ability to specific tasks. Hence, the uses of UAVs become widespread and begin to
realize different purposes. With the widespread use of UAVs, many designers and researchers have turned to
this topic. As a result, many UAVs are designed for military and civil aviation use. While UAVs are used for
military purposes in the field such as defense, mapping and attack, they are used for civil purposes in the field
such as agricultural land, medication, emergency search and rescue, traffic control, transfer, fire extinguishing
etc. The most common of these applications today are cargo transportation, mapping, defense, film industry
and traffic control. Along with the increasing of UAVs usage, the important of the UAV design also has come
to the fore [1].

One of the important elements of the UAV design is the determination of the thrust system. Depending on the
requirements, either electrical engine or piston engine is used in order to obtain thrust. However, electric motors
have begun to be used more widespread because of the significant reduction of noise in UAVs [2-6].

In this study, the calculation of the maximum thrust force required during a straight flight is considered. One
of the main parameters in the design of the thrust system of electric UAVs is propeller selection. In selecting
the propeller, two basic parameters are considered, namely the diameter of the propeller and the pitch of the
propeller. Therefore, this study aims to calculate the optimal thrust production by considering the propeller
diameter, the propeller pitch and speed variables of the UAVs. In computing, the Artificial Bee Colony (ABC)
algorithm, which is one of the heuristic algorithms, is utilized. When computing with ABC, the values of the
propeller diameter and propeller pitch were selected as at the recommended value intervals for the engine used.
The speed information was selected as at the range of optimum stall and maximum speed of the UAV used as
a reference [7].
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The other parts of the study are as follows: In the second part, the UAV thrust system is explained. In the third
chapter, the formulation used for the optimum thrust problem is given and the parameters used in the
formulation are explained. However, the ABC algorithm used in the optimization process is also described in
this section. In the fourth chapter, the results obtained in the optimization process with ABC algorithm are
presented with tables and graphs. In the last part, the results and discussions are given.

2. UAV THRUST SYSTEM

UAVs have flight phases consisting of its take-off, straight flight and landing. The thrust system enables the
UAV to achieve these flight phases and to attain the required distance. The electric thrust system consists of
Electronic Speed Control (ESC) unit, battery, engine and propeller. While ESC adjusts the speed of the engine,
the battery supplies the required energy. The propeller is used to turn the turning power obtained from the
engine to thrust force. Depending on the airfoil structure of the propeller, the air is collected and thrown
backwards to either pull or push the UAV [8].

The propeller has two important parameters as pitch and diameter. The propeller pitch is defined as the angle
of attack of the propeller. The pitch angle can be fixed or variable according to the UAV used. In the case of
variable-pitch UAV, while the UAV is in the air, it can remain in the air even with a high-speed, low-
RPM (Revolutions per Minute) rotating propeller. The diameter of the propeller is defined as the diameter of
the circle formed by the propeller blades [8].

A propeller is formed by joining two or more blades. These blades start to rotate with the energy they get from
the engine. The rotating blades absorb the air from the its front and spray it quickly towards the its back side.
As a result of this case, the thrust occurs. Due to the resulting thrust, the UAV is accelerated. Since the wing
bottom surface and top surface areas of the accelerated UAV are different, a lift force occurs and the UAV flies.

The components forming the thrust system control are given in Figure 1. The first component here is the ground
control. The commands sent from the ground control are received by the receiver on the UAV. Received
commands are sent to the ESC unit. Depending on the commands sent from the ground control, the ESC unit
drives the electric engine with the energy it receives from the battery. As a result, thrust is occurred with the
propeller connected to the electric engine.

Groun(ll __w» Receive—» ESC —» Electric |, Propeller
contro i

Batter

s e

Figure 2. UAV Thrust System Components

3. CALCULATION OF UAV THRUST AND ABC ALGORITHM

3.1. Calculation of UAV Thrust

In the design of the UAV thrust system, the optimum thrust force is calculated taking into account the propeller
diameter, propeller pitch and speed variables of the UAV engine. The formula given in Equation 1 is used for
the calculation of thrust force [9-10].

35
F = 43924%107 * ppm * (42333410 **rpm* pitch-7; ) (1)
;}pztch

The rpm given in Equation 1 is the number of revolutions performed by the propeller in 1 minute. The
performance of the thrust force increases in parallel with the increase of rpm value. The d parameter in Equation
1 is the propeller diameter. The propeller diameter varies depending on the engine specifications, as determined
by the manufacturer, and has a positive impact on thrust force. The pitch parameter defines the propeller pitch.
Pitch refers to the circular distance taken by a full turn of the propeller. The increase in the value of the pitch
also has a positive effect on the thrust force. However, these parameters need to be chosen at optimal values
depending on the engine characteristics used. Finally, V is the current flight speed of the aircraft. Depending
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on the design of the aircraft, the speed value changes. Flight at optimum speed is one of the most important
factors for maximum thrust force.

3.2. ABC Algorithm

The ABC algorithm based on swarm intelligence was developed in 2005 by Karaboga with modeling the food
search behavior of honey bees. The ABC algorithm provides simplicity and efficiency in solving optimization
problems [11-12].

In the ABC algorithm, the honeybees are divided into three groups as employed, onlooker and scout bees
according to their tasks. The employed bees provide communication and information sharing between bees in
the colony. After collecting the nectars from the discovered food sources, they share information about the food
source they have benefited with other bees in the colony. The onlooker bees receives the information by
observing the dances of the employed bees. The onlookers make a choice according to the quality of the food
sources. The last group, the scout bees, starts looking for random resources regardless of the dances of the
employed bees and continues to work as an employed bee after finding the resources. Thus, on the one hand
nectar is collected and consumed; on the other hand new nectar resources for the colony are explored.

Karaboga made some assumptions when modeling the ABC algorithm. The first of these assumptions is that
the number of employed bees is equal to the total number of food sources. Thus, the nectar of a source is taken
only by an employed bee. The second assumption is that the number of employed bees is equal to the number
of onlooker bees.

In the ABC algorithm, the positions of food sources correspond to the possible solutions of the optimization
problem to be solved, and the nectar quantities of the resources correspond to the quality of the solutions related
to those resources. ABC algorithm tries to find the position of the source having the most nectar while it finds
th